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1. Consider the function f : R2 → R defined, for any w = (w1, w2)
T ∈ R2, by

f(w) = log(1 + e−wTx),

where x = (x1, x2)
T ∈ R2 is a constant column vector.

• Compute the gradient of f(w), i.e., ∇f(w) = ( ∂f
∂w1

, ∂f
∂w2

)T .

• Compute the Hessian of f , i.e., ∇2f(w) =
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• Show that the Hessian matrix ∇2f(w) is positive semi-definite for any w.

2. Consider the following minimisation problem: f(w) = 󰀂b − ATw󰀂2 + 󰀂w󰀂2. Here, b ∈ Rm

and matrix A ∈ Rn×m (i.e., n × m matrix) and 󰀂 · 󰀂 is the standard Euclidean norm, i.e.,
for any w = (w1, w2 . . . , wn)

T ∈ Rn, 󰀂w󰀂 =
󰁳

w2
1 + w2

2 + . . .+ w2
n =

√
wTw. Consider the

minimisation problem minw∈Rn f(w).

• Show that ∇f(w) = −2Ab+ 2AATw + 2w.

• Show that the only minimiser of the above minimisation problem minw∈Rn f(w) is given
by w∗ = (AAT + In)

−1Ab, where In denotes the n× n identity matrix.

• Show that (AAT + In)
−1A = A(ATA + Im)−1, where Im denotes the m × m identity

matrix. Therefore, w∗ = A(ATA+ Im)−1b..

• If n = 10, 000 and m = 2 , discuss which of the following expressions for w∗ is computa-
tionally easier :

w∗ = (AAT + In)
−1Ab or w∗ = A(ATA+ Im)−1b.

What about the case of n = 2 and m = 10, 000?

3. Suppose that two observations with values x1 = 1 and x2 = 2 are from the random variable

which has density 1√
2π

exp(− (x−µ)2

2 ) for some value µ ∈ R. What is the maximum likelihood

estimate for µ?

4. Consider two parallel hyperplanes in R3 given by the following two equations

ax+ by + cz = 1, ax+ by + cz = −1.

Show that the distance between these two hyperplanes equals to 2√
a2+b2+c2.

5. The KL divergence between two distributions with densities p and q is defined to beKL(q󰀂p) =
Eq[log q − log p].

• Show that the KL divergence is non-negative for all distributions q and p.

• Suppose that p and q are two univariate Gaussian distributions with the same deviation
σ but with two different means µ1 and µ2. Prove that the KL divergence between these

two normal distributions equals to (µ1−µ2)2

2σ2 .
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